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time scale and broaden the line. Second, the line
was substantially broadened by our spectral res-
olution (12.2 T 0.3 kHz, upper curve of Fig.
3B). This experimental resolution could be im-
proved by increasing N, the order of dynamical
decoupling, which should allow for an ultimate
resolution of Dn=n ≈ ðT1,NVWR,NV Þ−1 ≈ 1ppm,
withT1,NVWR,NV denoting the relaxation time and
Rabi frequency of the NV, respectively (28, 29).

The integrated, background-corrected field
strength experienced under a coating of PMMA
by a typical NV center is Brms = 390 T 60 nT (green
shaded area in Fig. 3A). According to an ana-
lytical model of the proton magnetic field (30),
assuming a homogeneous proton density of 5 ×
1028 m–3, this field strength corresponds to an NV
center located 6.4 T 0.7 nm below the surface.
Numerical simulations of the ion implantation
predict a similar value (17). This suggests that
our result can yield a nondestructive method to
measure the depth of an individual center with
nanometer statistical uncertainty.

We confirmed the signal magnitude by a nu-
merical simulation, which explicitly computes
the field of 4 × 105 protons, placed at random
locations in a cube of 20-nm width. We found
that 70% of the signal was generated by the 104

closest protons, corresponding to a detection vol-
ume of only (5 nm)3 (Fig. 4), which is comparable
to that of a medium-size (100-kD) protein.

An important extension of our results will
be the combination with scanning NV centers
(14, 15) to implement NMR imaging at the nano-
scale. Being based on statistical rather than
thermal polarization, our approach enables the
acquisition of NMR spectra of an arbitrary sub-
stance at low magnetic fields, down to and includ-
ing zero field, without the need for prepolarization
(31). In this regime, magic angle spinning can
be realized by rotating the external field rather
than the sample. This allows for higher rotation
frequencies than at high field, which is poten-
tially of great benefit for solid-state NMR. Fi-
nally, we anticipate that our technique can yield
a new method of hyperpolarization for arbitrary
samples by coherently transferring the polariza-
tion of the NV spin to the sample. We estimate
that full polarization of the detection volume
might be achievable. The transfer of one quan-

tum of angular momentum would occur on the
time scale of our detection (~20 ms), and hence
104 transfers can be completed on a time scale
faster than the protons’ longitudinal relaxation
time T1 (typically on the order of seconds).
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Detecting Ozone- and Greenhouse
Gas–Driven Wind Trends with
Observational Data
Sukyoung Lee1* and Steven B. Feldstein1

Modeling studies suggest that Antarctic ozone depletion and, to a lesser degree, greenhouse gas
(GHG) increase have caused the observed poleward shift in the westerly jet during the austral summer.
Similar studies have not been performed previously with observational data because of difficulties
in separating the two contributions. By applying a cluster analysis to daily ERA-Interim data, we found
two 7- to 11-day wind clusters, one resembling the models’ responses to GHG forcing and the
other resembling ozone depletion. The trends in the clusters’ frequency of occurrence indicate that
the ozone contributed about 50% more than GHG toward the jet shift, supporting the modeling results.
Moreover, tropical convection apparently plays an important role for the GHG-driven trend.

Throughout the late 20th century, the South-
ern Hemisphere (SH) westerlies have un-
dergone a poleward shift (1–3), especially

during the austral summer (December through
February; DJF hereafter) (Fig. 1A). This change af-
fects weather and climate not only by altering the

Fig. 4. Numerical simulation
of the detection volume. (A)
Three-dimensional visualiza-
tion of the 104 closest pro-
tons (spheres), generating
70% of the signal. Protons
are color-coded by their con-
tribution to the total signal.
(B) Two-dimensional projec-
tions of (A).
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location of storms but also by influencing the rate of
carbon uptake in the Southern Ocean (4, 5) and by
decreasing Antarctic snow melt (6). This poleward
jet shift is commonly described as a trend toward
the positive phase of the Southern Annular Mode
(SAM), a pattern that is often defined as the first
empirical orthogonal function of the zonal-mean
zonal wind (7). Modeling studies found that a pos-
itive SAM trend can be simulated either by in-
creasing the atmospheric greenhouse gas (GHG)
concentration (8) or by decreasing stratospheric
ozone, with the ozone having a greater impact
(9, 10). It is unclear to what extent the model-based
attributions are valid in nature; similar attribution
studies have not been performed with observa-
tional data because of the perception that the cir-
culation responses cannot be separated. However,
the continuumperspective (11, 12) suggests that the
responses to the two forcings may be sufficiently
different from each other that a cluster analysis
would find them to be distinctive. Although this
approach has its own uncertainties, if the response
to the forcings inferred from observational data
resemble those frommodel experiments, we can be
reasonably confident that the impacts of the indi-
vidual forcings are being accurately evaluated.

This possibility was explored by applying the
method of self-organizing maps (SOMs) (12, 13)
to daily DJF zonal-mean zonal wind data from the
European Center forMedium-RangeWeather Fore-
casts ERA-Interim reanalysis data set (14). The
method partitions the data into a specified num-
ber of patterns, referred to as SOM patterns, orga-
nized on an (m × n) SOM grid. The SOM patterns
are determined by minimizing the euclidean dis-
tance (12) between the SOM patterns and the ob-
served fields, yielding patterns that closely resemble
the observations. The number of SOM patterns
chosen has its basis in two criteria: the numbermust
be large enough to accurately capture the observed
daily fields but small enough to conveniently
describe the zonal wind anomalies. We quantified
this accuracy by calculating pattern correlations be-
tween the observed daily fields and the particular
SOM pattern for each day that has the smallest
euclidean distance from the observed field. From
this calculation (summarized in Table 1), we con-
clude that a (4 × 1) grid meets these two criteria.

The four SOM patterns (Fig. 2, left column)
express various degrees of zonal wind variability:
The first pattern (first row, referred to as SOM1)
corresponds to an equatorward shift of the mid-
latitude westerlies; the second pattern (second
row, SOM2) also describes an equatorward shift
but includes a strong tropical signal; the third pat-
tern (third row, SOM3) coincides with a poleward
shift of the westerlies with a weakening in the
maximum strength of the jet; and the fourth pat-
tern (fourth row, SOM4) corresponds to a smaller
poleward jet shift with a strong tropical component.

Three of the four SOM patterns (except SOM2)
coincide with a large-amplitude composite (15)
SAM signal (fig. S1). The frequency of occurrence
(for brevity, “frequency”) of each SOMpatternwas
measured by counting the number of days on
which the euclidean distance between a particular
SOMpattern and the observed pattern is smallest.
This yielded a time series of the frequency (Fig. 2,
right column). For SOM3, there is a statistically
significant (P < 0.05) positive linear trend (see
the red dashed line). The SOM1 frequency also
shows a noticeable trend (the black dashed line),
although it is not statistically significant.

The extent to which the trend of individual
SOM patterns contributes to the actual observed
linear trend can be quantified by multiplying each
SOM pattern by the corresponding frequency
trend normalized by 90 (DJF) days (16). The
result (Fig. 2, middle column) shows that the
poleward shift in the westerlies is dominated by
contributions from both SOM1 and SOM3, with
the latter being roughly 50% greater. The sum
of all four SOM-derived trends (Fig. 1B) com-
pares well with the actual trend (Fig. 1A) in most

regions. Because the composite (15) time scales
of SOM1 and SOM3 are 11 and 7 days (measured
as the average of the time scales over which the
composite SOM1 and SOM3 amplitudes grow
and decay by a factor of e), respectively (fig. S2),
our finding indicates that most of the observed
poleward jet shift can be explained by the deca-
dal trends in the frequencies of SOM1 and SOM3.

The spatial structures suggest that SOM1may
be linked to GHG warming and SOM3 to strato-
spheric ozone depletion. Figure 2 shows that
SOM1 has a node at the jet center, with one dom-
inant extremum on the equatorward side of the
jet that has virtually no vertical tilt. In contrast,
SOM3 has a node located slightly poleward of
the jet center and three extrema on the equator-
ward side of the jet, with the two nodes on the
equatorward side tilting poleward with height.
These characteristics of SOM1 and SOM3 are
present in the model responses to GHG forcing
[e.g., figure 5b in (8), figure 4b in (10), and figure
3a in (17)] and ozone forcing [figure 3a in (18),
figure 4a in (10), and figure 4B in (19)], respec-
tively [figure 4b in (10) is reproduced as fig. S3].

1Department of Meteorology, The Pennsylvania State Univer-
sity, University Park, PA 16802, USA.
∗To whom correspondence should be addressed. E-mail:
sxl31@meteo.psu.edu

Fig. 1. The 1979 to 2008
DJF zonal-mean zonal wind
trend: (A) total trend and
(B) the sum of the four SOM
trends shown in Fig. 2. The
solid contours show the cli-
matological zonal-mean zon-
al wind.

Table 1. Pattern correlations between the daily zonal-mean zonal wind and the corresponding SOM
pattern for each day, weighted by the corresponding SOM frequency (second column). The third column
shows correlations (corr) for SOM1 for the (4 × 1) grid, and SOM1-like patterns for all other grids. When
there are more than one SOM1-like patterns, multiple correlations are shown. Similarly, the fourth
column shows correlations for SOM3 and SOM3-like patterns.

SOM grid Mean corr for all SOMs Corr for SOM1-like pattern Corr for SOM3-like pattern
(4 × 1) 0.48 0.59 0.66
(5 × 1) 0.51 0.61 0.67
(6 × 1) 0.52 0.69 0.70
(7 × 1) 0.54 0.68 0.73
(8 × 1) 0.55 0.68 0.63/0.75
(9 × 1) 0.58 0.73/0.63 0.75
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Figure 3A shows the time series of both
DJF global mean temperature [from the Nation-
al Oceanic and Atmospheric Administration
(NOAA) Climatic Data Center], defined here as
the deviation from the 1901 to 2000 average, and
the SOM1 frequency. (The former time series is
used as an indicator of the response to GHG
forcing.) At time scales longer than 7 years (low
pass), the upper limit of the El Niño–Southern
Oscillation (ENSO) time scale, these time series
are correlated at –0.52, whereas for shorter time
scales (raw minus low pass; simply “high pass”

hereafter), their correlation is 0.50. Both correla-
tions are significant (P < 0.05). The high-pass
SOM1 frequency and global mean temperature
are correlated with the Niño 3.4 index (Fig. 3B)
at values of 0.75 and 0.64, respectively, indi-
cating that the positive correlation between the
high-pass SOM1 frequency and global mean
temperature is likely due to the driving of both
quantities by ENSO. Indeed, as indicated by the
blue lines in Fig. 2, ENSO influences the SOM1
frequency, whereas its impact is negligible for
the remaining SOMs.

How do we then interpret the negative cor-
relation at the low frequencies? We suggest that
the answer lies in the fact that GHG driving not
only increases the global mean temperature, it
also causes a La Niña–like trend in tropical sea
surface temperature (20, 21) and convection
(22), with both variables exhibiting an increase
over Indonesia and a decrease over the central
tropical Pacific. This is supported by SOM1 ex-
hibiting both a downward decadal trend in its
frequency of occurrence (Fig. 2) and on intra-
seasonal time scales by its being associated with

80

60

40

20

0

Fig. 2. The SOM patterns of the DJF zonal-mean zonal wind for a (4 × 1)
grid. The left column shows the SOM patterns, the middle column is the
1979 to 2008 trend for each SOM, and the right column shows the fre-
quency time series (solid black line) shown as the number of days for each
DJF season. The solid contours in the first two columns show the clima-
tological zonal-mean zonal wind. In the third column, the solid blue lines

are ENSO-removed frequency time series. The dashed black (blue) lines are
the least square linear fit of the frequency (ENSO-removed frequency) time
series. If the linear fit is statistically significant (P < 0.05) based on a Student’s
t test, the dashed black line is replaced by a dashed red line. The color bar
is for the first column. The scale for the second column is shown in the color
bar of Fig. 1.
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an El Niño–like outgoing long-wave radiation
(OLR; a proxy of tropical convection intensity)
anomaly pattern (fig. S4a) that is opposite in
sign to that for La Niña. [If the OLR composite
is confined to ENSO neutral years, the La Niña–
like convection anomalies remain intact, except
in the eastern Pacific (fig. S4b).] The trend in
tropical OLR associated with the SOM patterns
is dominated by SOM1, and consistently the 1979
to 2008 OLR trend exhibits a La Niña–like OLR
structure (fig. S5). This connection between the
La Niña–like convection and the poleward jet
shift is consistent with previous studies (23, 24).

The SOM3 frequency is not correlated with
the global mean temperature and is instead sig-

nificantly correlated at –0.45 (P < 0.05) with a
November Antarctic ozone index, which we de-
fine as the integrated total column ozone anomaly
(from ERA-Interim data) poleward of 75°S (with
area weighting), where the reference state for
the anomaly is the 1979 to 2008 DJF mean total
column ozone. (The SOM1 frequency is uncor-
related with the ozone index.) To facilitate com-
parison with the SOM3 frequency, we plotted
the ozone index with its sign reversed (Fig. 3C).
Moreover, the SOM3 frequency time series close-
ly resembles the yearly time series of the calen-
dar date of the stratospheric final warming (25),
whose trend toward later dates is attributed to
ozone depletion. The final warming occurs most-

ly during December. Consistently, we found that
for this month SOM3 occurs most frequently and
its trend is positive. A separate SOM analysis
for each of the three months, which yields similar
patterns, also found that the frequency time series
for SOM3-like patterns exhibits the highest cor-
relations with the Antarctic ozone index during
December. In contrast, the correlations between
SOM1-like frequency series and the global mean
temperature were found to be largest during Jan-
uary and February, indicating that the influence
of GHG is strongest during the late summer.

The composite temperature structure provides
further support for these relationships between the
SOM patterns and the external forcings (Fig. 4).

A B

CFig. 3. (A) Raw (thin solid lines) and low-pass (thick dashed lines) SOM1
frequency (blue) and global mean temperature (red) time series. (B) Raw-minus-
low-pass SOM1 frequency (blue line), global mean temperature (red line),
and the Niño 3.4 index (×0.1; black dashed line) where values greater than
0.5 (0.05 in this graph) indicate El Niño conditions and less than –0.5 (–0.05 in
this graph) indicate La Niña conditions. (C) November Antarctic (poleward of
75°S) total ozone column anomaly multiplied by −1 × 103 (red line), SOM3 fre-
quency (solid blue line), and ENSO-removed SOM3 frequency (dashed blue line).

A B

Fig. 4. Time-averaged (lag –10 days to +10 days) composite zonal-mean tem-
perature based on (A) SOM1 and (B) SOM3. The dots indicate statistical signif-
icance (P < 0.05) based on a Student’s t test. For SOM1, the days are chosen only

from ENSO neutral years. Because of the negative SOM1 frequency trend, mul-
tiplication of the SOM1 composites by −1 yields the canonical GHG-induced
pattern of widespread stratospheric cooling and tropospheric warming.
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The SOM1 composite, which is confined to ENSO
neutral years (supplementary text; to isolate the
influence of non-ENSO processes), shows that in
the tropics and mid-latitudes there is widespread
warming in the stratosphere and cooling in the
troposphere. Because the decadal SOM1 frequency
trend is negative, this spatial structure indicates
that the long-term temperature trend associated
with SOM1 is stratospheric cooling and tropo-
spheric warming. This is indeed consistent with
the canonical temperature response to an increased
atmospheric loading of GHG. The GHG-induced
polar stratospheric temperature changes also match
with the findings of modeling studies (26) (supple-
mentary text). For SOM3, there is cooling in the
Antarctic lower stratosphere, which is consistent
with ozone depletion. All of the above evidence
collectively suggests that SOM1 is driven by
GHG, whereas SOM3 is driven by ozone.

Although a number of different theories for
the jet shift have been proposed (27–30), the
mechanism is still a subject of debate because it
is difficult to tease apart the proposed causal-
ities. The finding here that the trends are realized
through fundamentally short time processes pro-
vides an avenue to test the theories in the future.
One mechanism that has received limited atten-
tion is the impact of tropical convection on the
poleward jet shift. Such a mechanism is appeal-
ing because it would link two robust trends seen
in climate models: (i) intensification of tropical
precipitation minus evaporation (hence tropical
convection) and (ii) a positive SAM trend (pole-
ward jet shift). Indeed, the SOM1 zonal wind
anomalies are established about 10 days after the
El Niño–like convection strengthens (figs. S4B
and S6), and we found evidence that this connec-
tion involves convectively excited Rossby waves.
The remaining three SOM patterns are also asso-

ciated with significant (P < 0.05) tropical con-
vection anomalies reminiscent of the eastward-
propagating convective complex in the tropics
known as the Madden-Julian Oscillation. How-
ever, a more detailed description of the role of
the convection will be reported elsewhere, as doing
so is beyond the scope of this report.

The zonal wind evolution (fig. S6) indicates
that from lag –5 to lag +5 days SOM1 is accom-
panied by significant zonal wind anomalies with
features close to being symmetric about the equa-
tor, particularly within the tropics and subtropics.
This quasi-hemispheric symmetry further suggests
that tropical convection plays an important role
for enabling GHG forcing to influence the mid-
latitude jets. For SOM3, extratropical anomalies are
first established by lag –15 days. The signal ex-
tends into the tropical troposphere by the lag-0 day,
and 5 days later it reaches the Arctic troposphere
and stratosphere. This picture of a tropical conduit
helps to explain the fact that the model responses to
Antarctic ozone depletion also produce a substantial
response in the Northern Hemisphere (19).

This study shows evidence that the atmo-
spheric response to GHG and stratospheric ozone
changes can be distinguished by applying clus-
ter analysis to daily data.We found that the ozone
forcing had a greater effect on the jet shift, sup-
porting the modeling results (9, 10). Moreover,
this method allows us to estimate the trends
caused by each of the forcings. Given the debate
over the uncertainly in the ozone recovery (31),
we make estimates of the year 2040 1000-hPa
zonal-mean zonal wind for the following two
limiting scenarios: the first based on the assump-
tion that the ozone concentration will remain at
its current value (scenario 1) and the second
based on the assumption that the ozone will re-
cover by 2040 (32) (scenario 2). In both scenarios,

we assume that the GHG-driven zonal wind trend
will remain at its 1979 to 2008 value. As Table 2
shows, the greatest fractional changes occur be-
tween 60° and 67.5°S. At 65°S, close to the coast-
line of Antarctica where the wind stress change
can have a great impact on coastal upwelling,
the wind speed would increase by 126% under
scenario 1, whereas under scenario 2, the wind
speed would decrease to almost zero.
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Table 2. Projected 1000-hPa zonal-mean zonal wind changes (relative to 1979 to 2008 climatological
values) in the year 2040, based on two scenarios: the Antarctic ozone concentration remaining at the
current level (scenario 1); the ozone concentration recovering to the pre-1980 value (scenario 2). In both
scenarios, it is assumed that the rate of zonal wind change caused by the GHG increase remains at its 1979
to 2008 value.

Latitude (°S) Scenario 1 (m/s) Scenario 2 (m/s) Climatology (m/s)
30.0 –0.13 –0.04 –2.39
32.5 –0.17 0.01 –1.29
35.0 –0.21 0.07 0.13
37.5 –0.22 0.12 2.02
40.0 –0.20 0.15 3.85
42.5 –0.14 0.15 5.42
45.0 –0.06 0.14 6.68
47.5 0.05 0.11 7.40
50.0 0.17 0.06 7.64
52.5 0.27 –0.01 7.42
55.0 0.37 –0.08 6.73
57.5 0.44 –0.15 5.65
60.0 0.47 –0.23 4.07
62.5 0.44 –0.27 2.20
65.0 0.33 –0.23 0.26
67.5 0.18 –0.15 –1.55
70.0 0.08 –0.09 –2.31
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